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Abstract

The Car manufacturing sector represents a major focus in the
development of the automotive industry. In this research paper, a
proposed data mining application for the automotive manufacturing
sector is explained and tested. The dataset was retrieved from the
machine learning repository at the University of California, Irvine.
This research paper aims to create a more reliable classifier for
future object classification. Classification is an important technique
in data mining. It is a supervised learning process that involves
classifying an object into one of the predefined classes based on its
attributes. In this paper, we use a large database containing 7
attributes and 1,728 instances. We compare the results of a simple
classification technique (using the J48 decision tree inference
algorithm and MONK) with results based on different parameters
using WEKA (Waikato Environment Knowledge Analysis), a data
mining tool. The results of the experiment show a comparison
between three algorithms to see which is the best and least error-
prone algorithm. The physical characteristics of a car viz . Engine
location ,price, how many doors, stroke, city fuel consumption, and
other factors determine a vehicle's performance. Therefore,
developing such a classification, although a huge undertaking, is
absolutely essential in the car industry. Machine learning techniques
can help integrate computer-based systems to predict vehicle quality
and improve system efficiency. Classification models were trained
using 214 datasets. The predicted values of the classifiers were
evaluated using 10-fold cross-validation, and the results were
compared.

Keywords: Data mining, Machine learning techniques, J48,
decision trees, Car market, WEKA classification.
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1. Introduction

What we see around us in our world is full of data. After compilation
and organization, data, if we are lucky, becomes information.
Information in today's networked world gets stored digitally and is
provided in real time [1]. The issue lies in comprehension,
assimilation, and use of this information to extract useful knowledge
[2]. Therefore; we need technologies to help us get through this
ocean of data.

Data mining is an analysis method [3]. It is designed to explore data
(large amounts of data - market or business focused) in search of
recurring patterns and/or systematic relationships between all
variables, and subsequently test the findings by applying the
discovered patterns to new subsets of the data. The ultimate goal of
data mining is prediction - and prediction data mining is the most
common type of data mining and the easiest to apply commercially
[4].

To begin with, in our paper we will first define our datasets and
explain each of the algorithms we employed, what they do, and how
we have implemented them. Then we shall present the results as
well as the comparison between all the algorithms we employed.
Data Mining using WEKA.This manual/report adheres to an
extensive template outlining data extraction and preprocessing tasks
to be performed using WEKA. This manual is prepared for WEKA
version 3.6. Interface components and modules may have changed
in more recent versions of WEKA. We need to download the latest
version of WEKA from the official WEKA site. The new release
includes some additional GUI features and a wider package
structure for the Java packages. Take note of these differences while
you continue with the guide. Package structure differences are
particularly significant when running Weka from the command line.
2. Definition of WEKA

Developed in New Zealand at UNIV of Waikato [5].

A collection of state-of-art machine earning algorithms and data pre-
processing tools.

Provide implementation of:

Regression

Classification

Clustering

Association rules

Feature selection
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Figure 1 : WEKA 3.6: data mining software in java

WEKA is a suite of machine learning algorithms to carry out data
mining tasks. WEKA includes data preprocessing filters,
association rule, regression, clustering, classification, and data
visualization tools (figure 1).

3. Data Preprocessing in WEKA

The following tutorial is for WEKA 3.6. Any other material
associated with WEKA, like datasets, we can obtain from the
official WEKA webpage.

- Weka Exp[orer. 4
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Figure 2: Data Preprocessing of Car Dataset Using WEKA
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4 Copyright © ISTJ A ginae auball (5 gin
Ayl g o slell 40 sal) dlaall


http://www.doi.org/10.62341/NAER1907

Volume 37 2l
Part 1 Aaal

Ay o gladl At jall

Imtrwaational beimrs mad Taviasiags demraal

st

http://www.doi.org/10.62341/NAER1907

International Science and
Technology Journal
4,581 g o slall 41 gal) Alaal)

This project demonstrates the main data preprocessing which
performed by WEKA (figure 2). We used sample indicated dataset
in this project, like "car data" available in the arff format (car.arff).

The data contains the below field (table 1).

Table 1: The Dataset of Car

Data Set Multivariate | Number of 1728 Area: N/A
Feature: cases:
Attribute Conclusive Number of | 7 with Donation 1997-06-01
Features: Attributes: class date
Associated | Classification Lost No Number of 112752
Tasks: Values? Web Hits:

4. Data Set Information
e Attribute Information

Class Values:
un-acc, acc , good , v-good
some details about car dataset:
1- Heading: The Car Estimate Database

2- Source:
(a) Creator: Marko Bohanec
(b) Donors: Marko Bohanec (marko.bohanec@ijs.si)
Blaz Zupan  (blaz.zupan@ijs.si)
(c) Date: June, 1997
3- Previous use:
Hierarchical model of accuracy, from which the dataset has been
derived, was firstly introduced in the paper by V. Bohanic and M.
Rajkovic: Knowledge acquisition and interpretation for multi-
attribute decision generation. In the 8th International Workshop on
Skillful Systems and Their Applications, Avignon, France. pages
59-78, 1988. In machine learning research, this data set has been
employed to verify the HINT (Hierarchical Induction Tools), which
could reconstruct the main hierarchical structure in full. This and
approchement to C4.5 is described in J. Demsar ,B. Zupan, M.
Bohanec, B. Zupan, I. Bratko,: Machine Learning with Functional
Analysis. ICML-97, Nashville, TN. 1997 (forthcoming).
4 - The automobile estimate database was token from a
hierarchical decision model built in an effort to demonstrate DEX,
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M. Bohanec, V. Rajkovic: Expert system for decision making.
Sistemica 1(1), pp. 145-157, 1990.). According to the following
concept structure,
The model will judge automobiles
o Car acceptance
¢ Price total price
e Purchase price
Maintenance price.
Technical characteristics TECH.
Comfort COMFORT.
Number of doors - doors.
The ability of people to conceive.
Lug_boot volume.
e Safety Estimate the safety of the car.
The input attributes are displayed in lower case letters:
The target idea (car) is a three-concept-intermediate model
consisting of comfort ,technology, and price .All three concepts are
part of the basic model .The car rating database contains instances
with constructional information eliminated, hence it directly relates
CAR to( 6 input attributes): purchase, maintenance, doors, people,
trunk, and safety.
With the main concept structure established, the database can
particularly be useful to test constructive induction and structure
discovery techniques.
5- The number of cases : (1728)
(cases cover the entire attribute space)
6-Number of the attributes :( 6)
7-Values of attribute:
Buying----- V-HIGH , HIGH , MED , LOW
Maint------- V- HIGH, HIGH, MED, LOW
Doors ------- 2- 3- 4-5-more
Persons----- 2- 4- more
Lug_Boot ---- SMALL, MED, BIG
Safety ------ LOW, MED, HIGH
8- Losing the values of attribute - none
9- Class Division (Number of cases per class)

Class----- N ------- N[%]
V- GOOD -------- 65 ( 3.762 %)
GOOD-----=-mm- 69 (3.993 %)
ACC----mmn —mmmeev 384(22.222 %)
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UNACC---------- 1210 (70.023 %)

The data set Information below:

Type of class - Nominal

Index of class - Last

e This part of the car dataset
#relation car
#Attribute- buying {V-HIGH, HIGH,MED,LOW}
#Attribute- maint {V- HIGH, HIGH,MED,LOW}
#Attribute- doors {2,3,4,5more}
#Attribute- persons {2,4,more}
#Attribute lug_boot {SMALL,MED,BIG}
#Attribute- safety {LOW,MED, HIGH }
# Attribute- class {Unacc,Acc,Good,Vgood}
# DATA
V- HIGH,V- HIGH ,2, 2, low -small- unacc
V- HIGH,V- HIGH,2,2, med,small,unacc
V- HIGH,V- HIGH,2,2,small, high,unacc
V- HIGH,V- HIGH,2,2, low-med-unacc
V- HIGH,v- HIGH,2,2,med-unacc- med
V- HIGH,v- HIGH,2,2,med -unacc- high
5. Decision tree algorithm

For categorical attributes, the algorithm forecasts based on the
predictability of the association among the input columns in the
data. It forecasts the states of the column that it finds to be
predictable using the values of these columns, or states. That is, the
algorithm finds the input columns associated with the predictable
column [6].
5.1.  The J48 Decision Tree Induction Algorithm and MONK
The J48 algorithm used by WEKA and MONK is an implementation
of the famous C4.5 algorithm already developed by J. Ross Quinlan
[7]. The most representative form of machine learning algorithm
information is the decision tree, which provides the fastest and
easiest way to represent data structures [8].
5.2.  Classification Via Decision Trees in WEKA
This project demonstrates the utilization of the C4.5 (J48) classifier
in WEKA. The sample data set employed by this project, in database
accessible in car.arff This report presumes appropriate data
preprocessing has been accomplished. In this status the ID field is
removed. After the algorithm of C4.5 was ready to handle the
numeric attributes, thus nothing needed to partition any of these
attributes.
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WEKA has many applications for prediction and classification
rules. The overall ideas to utilize it are similar. An improved version
of the vehicle data will be used in this project to predict new cases
using the C4.5 algorithm (figure 3).

Preprocess Classify | Cluster [ associste [ select attributes | visualize |
Classifier
Flwera
B[] classifiers
2= O | s ukput
+)-( ] Functions
# JythonClassifier
-] lazy
H-[ ) meta
-0
2-1
2-C1

o
mi

mi

ul

-4 ConjunctiveRule
-4 Decision Table
f-te DTHE

[

b i MSRUleS
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[ Fier.. ][ remavefiter ][ Close ]

I
g

Figure 3: Data Classification Using the C4.5 (J48) Algorithm in WEKA

Then we choose the "Classification™ category then click on the
"Select button" to choose J48 classifier as shown in the image.
Notice we say J48 (the C4.5 algorithm implementation) does not
need to attribute splitting.

This is the outcome of employ class j48 in WEKA classifier in
figure 4:

[ Preprocess | Sassify [ Cluster | Assodiate | Select attributes | visualize
Classifier

(

Test options

Jp48 cozs m2

©) Use training set 1. amaa -
© Supplied test set Sef. . 00 Lari error 50.8176 3
- Total Mumber of Instances 1728
@ Cross-validstion  Folds
&) Percentage split e === Detailed &ccurac ¥ By Class ===
[ Mare options. .. ]
TF Rate FP Rate Precision Recall F-Measure ROC Are
0.982 0.064 0.972 0.962 0.967 0.98%
I(Nﬂm) la: = l 0.367 0.047 0.841 0.867 0.854 0.962
0.603 0.011 0.683 0. 603 0.645 o.s1g
[ Start ] [ Stop I 0.877 .01 0.77 0.877 0.8z 0.98c
Fesult list (right-click For options) Teighted Awg. 0.9z4 0.056 0.9z4 0.924 0,924 0.97€
=== Confusion Matrix ===
a b c 4 <-- classified as
1164 43 3 o a = unacc
33 333 11 7 b = acc
o 17 4z 10| = = good
o 3 5 57| d = vgood El
“ Wi ] r

Figure 4: WEKA classifier visualize tree _j48
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Let's also see a graphical representation of the classification tree.
We can do this by right-clicking on the final result set and from the
top of the menu, clicking on "Visualize Tree." Notice that by
resizing the size of the window after choosing the various menu
items from within the tree view, we can resize the presentation of
the tree to give us a more readable copy (figure 5).

&y Weka Classifier Tree Visualizer: 16:19:25  frces. 48 (car) E=rET—c

| Tree Wigw
| . K’A
B 3

LNz buying Jug_boot,
=vhigh = high =med = low =small =med
Trerre L3

:mgnmw 75mmﬂh|g = wividtimioy = whihigie diovy 7vhrgnn|gi'madlnw ,am-m_u
RNUAE
1]
IRAARRN
o e

Figure 5: Graphical Representation of the Classification Tree in WEKA

5.3. Weka classifier visualize error tree j48

Naturally, in this assignment, we are interested in how our model
predicts new cases. For this, we want to have a file with all new
cases and their predicted class values by running the model. This is
quite straightforward to do using the command line version of the
WEKA classification tool. However, It can be done in the GUI-
version using an “indirect™ approach, as below.

To start, right-click the most recent set of results in the left-hand
"Results List" panel. In the pop-up window that is displayed, click
on the "View Workbook Errors" menu item. A new window
containing a two-dimensional graph will be displayed. These steps
and the window that is displayed are shown in Figure 6.
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Figure 6: Visualization of Workbook Errors for New Case Classification
in WEKA

6. Naive Bayes Algorithm

Microsoft Naive Bayes is a classification algorithm provided by

Microsoft SQL Server Analysis Services for use in predictive

modeling. It is referred to as Naive Bayes since the algorithm uses
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Bayes' theorem without considering possible dependencies, hence
the assumptions are naive [9].

6.1. Class Naive Bayes

A simple Bayesian classifier that uses estimator classes. The
accuracy values of the numerical estimator are chosen based on an
analysis of the training data. For this reason, this classifier is not an
updatable classifier (which is typically initialized without any
training instances). If you need an updateable classifier, use the
Naive Bayes updateable classifier. A classifier capable of updating
Naive Bayes will use a default precision of 0.1 for numerical
properties when the constructor classifier is called without any
training [10].

6.2.  Naive Bayes Algorithm Explained
How does the Naive Bayes algorithm work?

The Naive Bayes algorithm is based on Bayes’ Theorem, where the
probability of a sample belonging to a certain class is calculated
based on the values of its features, assuming that the features are
independent from each other (which is why it is called "Naive™)
[11].

« The probability of each class is first calculated from the training
data.

o When new data is introduced, the probabilities of it belonging to
each class are computed using these prior values.

 Finally, the sample is classified into the class that achieves the
highest probability (figure 7).
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Figure 7: The result of naive Bayes class
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The figure 8 modify the error rate:

& diss (fom)

t v | [¥: predictadclass (Mam) -

Colour: class (Nom) Select Instance - |E

Resst [ cear ][ open ][ save

Jitker ||

Plot: car_predicted A

la} o

la}

Class calour 55

Status

K \i/ w.xﬂ
Figure 8 : modify the error rate

7. WEKA classifiers lazy Algorithm Class LBR

Lazier Bayes rules apply a lazy learning interface to reduce the
assumption of feature independence for naive Bayes rules. LBR
chooses a set of attributes for which attribute independence should
not be assumed for any object to be classified [12].

All other attributes will be treated as independent between the
selected attribute set and class. LBR has shown to have excellent
accuracy [13]. Its training time is low and classification time is high
due to the fact that it uses a passive strategy [14]. This does not count
the utilization of caching, which has the advantage of saving
significantly on classification time while performing several
classifications of the same training set [15]. For additional
information, see:

The figure 9 show the result and visualize error of lazy algorithm
class LBR.
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Figure 9: the result and visualize error of lazy algorithm class LBR

8. Comparison of Algorithms Based on T-rate and F-rate
From the outcomes of each algorithm we can see the outcomes and
select the best algorithm according to the T rate and F rate as the
following table 2:

Table 2 : Comparison of Algorithms

Algorithms’ Tree(J48) naivebaye Lazr(LBR)

TP Rate 0.924 0.855 0.942
FP Rate 0.056 0.164 0.047
Precision 0.924 0.852 0.942
Recall 0.924 0.855 0.942
F-Measure 0.924 0.847 0.94
Roc Area 0.976 0.976 0.992

Class acc V good acc
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9. Results discussion

Weka Experiment Envifonment e .
Setup | Run | nalyse |
Experiment Configuration Mode: @ Simple: Advanced
Open... ‘ | SEVE.. ‘ ‘ M
Results Destination
| * wekaquiGenericObjectEditor
ARFF file v | Filename:
1 weka.classfiers bayes.HaiveBayes
Experiment Type Iteration Contral
AbaLt
Cross-validation v | Humber of repetid
Class for a Naive Bayes classifier using estimator clagses.
Huber o folds; | 10 © Dats s ir 4 ¢ e
@ Classification Regression Algorithms Fir Capakilties
Datasets Algorithms

debug | False

Add new,.. Edit selected.. Delete selectad Add new,.. displayModzlinOldFarmat | False

[ Use relative paths

M8 -2 025 M2 usekemelEstimator | False
Ce\Pragram Files\Weka-3-Bicc.arfF
useSupervisedDiscretization | False
OpEn... | ‘ Save.. ‘ {
\
Up Down Load aptions. ., Save options... Up Dowin
[ Notes

Figure 10 : Applying WEKA Experiment and Selectlng Algorithms

The figure 10 shows us how apply weka experiment and how
choose the algorithms that we have used.
This is the results of running WEKA experiment (figure 11) :

Weka Expenment Envil wment

Setup | Rur | Anslyss |

Source

Got 300 results File... H Datsbase. .. || Experiment

|
E

Canfigure test Test autput

Testing with | Paired T-Tester (correc... Tester: weka. experinent.PairedCorrectedTTeater
Analysing: Percent correct

Row Select Datasets: L

Resultseta: 3

Colurn Select Confidence: 0.05 (two tailed)

Gorted by: -
Comparison field | Percent_correct - Date: 12720411 3:26 PM

Sigrificance | 0.05

Sarting {asc.) by | <default> - Dataset (1) trees.dq | (2) bayes (3) lazy.

Test base Select (100} 92.22 | 85.46 % 94.03 v
Displayed Columns Select (s /%) (0s041) (Ll/0/0)

Show std, deviations

S — Key:

Output Format Select (1) trees.J48 '-C 0.25 -M 2' -217733168393644444
{2) bayes.NaiveBayes '' 5995231201785697655
Perform test H Save output I 13) lazy.LBR '' 5648559277738965156

Result list

15:26:48 - Available resultsets

Figure 11: the results of running WEKA experiment
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when we apply WEKA experiment it will shows us very accurate
and clear results according of percent correct as a following :
Atest: WEKA. experiment t. Paired Corrected T Tester
Analyzing: Percent correct

Datasets: 1

Result sets: 3

Dependability : 0.05 - (two- tailed)

Arranged by :

Date:  12/19/11 6:09 AM

Dataset: (1) bayes | (2) lazy (3) trees.J4.

car (100) 92.22| 85.46 * 94.03v

(v/1*)| (0/0/1) (1/0/0)

Key:

(1) trees-J48 ' -M 2' - C 0.25 - (217733168393644444).
(2) bayes-Naive-Bayes -( 5995231201785697655).

(3) lazy-LBR ( 5648559277738985156)

Based on WEKA experiment result we can say that the lazy
algorithm have very good result then this algorithms is the best
among others to make us sure we can view to in WEKA classifier
visualize (figure 12).

Weka Explorer [ = e
| Preprocess | Classify | cluster [ associate | select attributes | Wisualize
Plot Matrix maint doors persons lug_boot safety class
clas
safety
i *
PlotSize: [100] I
-
Ealaii: Hlass ey fuw) SubSample % : 28,94
Class Colour
unacc ac wgood
Status
o -
Figure 12: Best Algorithm by WEKA Results
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10.  WEKA knowledgment Inflow Environment

Knowledge - Flow provides WEKA with a dataflow interface. One
can choose WEKA's elements from the toolbar, Put them on a
sketchpad, and connect them form ( Knowledgment Inflow) for
processing and analyzing data. All of WEKA's filters and classifiers
are now in the (Knowledgment Inflow) with some other tools.

Also it can process data incrementally or in batches (The explorer
processes the data one by one). Therefore, incremental learning
from data needs a classifier that can make progress on a case-by-
case basis. this time WEKA has five classifiers it can process data
progressively : LWR (locally weighted regression), Naive Bayes
Updateable, 1B1, IBK.

Advantages of the knowledgment inflow:
e axiomatic data flow pattern planning.
e process data in gradually or batches.

e Process a lot of streams or batches in parallel! (every sporadic
flow is executed by its own - line.)

o Series filters together.

¢ Display the models which generated by the classifiers for every
tuck in validation process.

e During processing, conceive the work of incremental classifiers
(scroll charts of classification predictions, RMS error ,accuracy,
etc).

The Components Available Within Knowledgment Inflow:

Evaluation:
e Training Set Builder - Convert the dataset in the training set.
e Test Set Maker - Convert dataset to test set.

e Cross-validation tuck generator - divided any training set ,test
set or dataset, into tucks.

e Train Test Split Maker - split any test set ,data set or training set
into a test set and training set.

e Class assigner will assign the column to give a class for each
training set ,data set or test set .

o Class Value Picker - select the class value then it considered as
"positive” class. This is beneficial for generating data when ROC
style turning (see below).

17 Copyright © ISTJ A ginae auball (5 gin
Ayl g o slell 40 sal) dlaall



http://www.doi.org/10.62341/NAER1907

International Scienceand ~ Volume 37 ) Ly 0 2 pd ) &
_Technology Journal Part 1 aaall - m
Al g sl ) ALl IsSTA

http://www.doi.org/10.62341/NAER1907

o Classifier Performance Evaluator - evaluate the efficiency of
batch tested/ trained classifiers.

¢ Incremental Classifier Evaluator - evaluate the efficiency from
increasingly trained classifiers.

e Prediction Appended - append the classifier predictions for the
test set . For separate classes issues , either can append prophesy
probability distributions or class labels .

e Visualization:

e Data Visualized - a component will display a panel to
visualizing data in one large 2D scatter-plot.

e Scatter-plot Matrix - a component can show a panel containing
the matrix of small scatter-plots (the click the a small plot will show
a large scatter-plot).

e Attribute Summarizer - a component wich can display a panel
including an array of the histograms a plot for every attribute within
input data.

e Model Performance Chart - A component wich can display a
panel to illustrate the threshold (i.e. ROC style) curves.

e Text Viewer - A component for showing text data that can show
the classification performance statistics ,data sets etc.

e Graph Viewer - a component wich can display a panel to
visualizing the tree based forms.

e Bar Chart - A component that can show a panel displaying a
scrolling chart of data (used to display the performance of growing
c l as s i fiers onl ine)

Filters: are available in every Weka's filters.
Classifiers: are available in every Weka's classifiers.
Data Sources: are available in every Weka's loaders .

When we applied knowledge flow using weka classifier algorithms
it shows us this results in figure 13:
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Figure 13: knowledge flow using weka classifier algorithms

When we make start loading it will shows us this figure 14 the
results, because all classifier algorithms are finished and we can see
that no error in our results.
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Figure 14: Loading Results Overview
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Figure 15: Best Perfbfming Algorithm

From the text results we can explain that the lazy algorithm has very
good result then this algorithms is the best in comparison to the
others (figure 15).

The figure 16 shows us the graph result of using j48:
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20 Copyright © ISTJ ila giae aoball (3 58n

Al o glall A0 al) Alsall


http://www.doi.org/10.62341/NAER1907

International Scienceand ~ Volume 37 ) Ly 0 2 pd
Technology Journal Part 1 aaall - m

i st

http://www.doi.org/10.62341/NAER1907

Conclusion

This study highlights the importance of applying data mining
techniques in the automotive industry, where supervised
classification enables the construction of accurate models to
evaluate and categorize vehicles based on various features such as
engine location, price, number of doors, stroke, and city fuel
consumption. Comparisons between the J48 and MONK algorithms
using the WEKA tool demonstrated that selecting the appropriate
algorithm enhances classification accuracy and reduces errors,
thereby improving the reliability of the system. The research
confirms that integrating machine learning in the automotive sector
can support vehicle quality prediction, optimize operational
performance, and enable more effective decision-making in
production and development processes. Future studies could focus
on expanding the dataset to include a wider range of vehicle types
and additional performance and safety features. Incorporating
advanced machine learning techniques, such as ensemble methods,
deep learning, or hybrid models, may further improve classification
accuracy and predictive capabilities. Additionally, integrating real-
time sensor data from vehicles could allow for dynamic
performance monitoring and adaptive decision-making, enhancing
both efficiency and safety in automotive manufacturing and
operations.
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